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Abstract—The problem of reconstructing a sparse signal vec-
tor from magnitude-only measurements (a.k.a. compressive phase
retrieval) emerges in diverse applications, but it is NP-hard in
general. Building on recent advances in nonconvex optimization,
this paper puts forth a new algorithm that is termed compressive
reweighted amplitude flow (CRAF) and abbreviated as CRAF, for
compressive phase retrieval. Specifically, CRAF operates in two
stages. The first stage seeks a sparse initial guess via a new spec-
tral procedure. In the second stage, CRAF implements a few hard
thresholding based iterations using reweighted gradients. When
there are sufficient measurements, CRAF provably recovers the
underlying signal vector exactly with high probability under suit-
able conditions. Moreover, its sample complexity coincides with
that of state-of-the-art procedures. Finally, numerical tests show-
case improved performance of the new spectral initialization, as
well as improved exact recovery relative to competing alternatives.
Empirically, the number of measurements required for exact recov-
ery by CRAF is about 40% less than those of competing alternatives
in our experiments using real images.

Index Terms—Nonconvex optimization, model-based hard
thresholding, iteratively reweighting, linear convergence to the
global optimum.

I. INTRODUCTION

PHASE retrieval (PR) refers to the task of reconstructing a
signal vector from its phaseless measured linearly trans-

formed entries. It emerges naturally in a wide range of engi-
neering and physics applications such as X-ray crystallography,

Manuscript received January 2, 2018; revised May 24, 2018; accepted July
23, 2018. Date of publication August 3, 2018; date of current version August
24, 2018. The associate editor coordinating the review of this manuscript and
approving it for publication was Prof. Tsung-Hui Chang. The work of L. Zhang,
G. Wang, and G. B. Giannakis was supported by National Science Foundation
under Grant 1423316, Grant 1442686, Grant 1508993, and Grant 1509040.
The work of J. Chen was supported in part by the National Natural Science
Foundation of China under Grant U1509215 and Grant 61621063, and in part
by the Program for Changjiang Scholars and Innovative Research Team in
University (IRT1208). (Corresponding author: Georgios B. Giannakis.)

L. Zhang and G. B. Giannakis are with the Digital Technology Cen-
ter and the Department of Electrical and Computer Engineering, University
of Minnesota, Minneapolis, MN 55455 USA (e-mail:, zhan3523@umn.edu;
georgios@umn.edu).

G. Wang is with the Digital Technology Center and the Department of Elec-
trical and Computer Engineering, University of Minnesota, Minneapolis, MN
55455 USA, and also with the State Key Lab of Intelligent Control and Decision
of Complex Systems, Beijing Institute of Technology, Beijing 100081, China
(e-mail:,gangwang@umn.edu).

J. Chen is with the School of Automation and the State Key Laboratory
of Intelligent Control and Decision of Complex Systems, Beijing Institute of
Technology, Beijing 100081, China (e-mail:,chenjie@bit.edu.cn).

Color versions of one or more of the figures in this paper are available online
at http://ieeexplore.ieee.org.

Digital Object Identifier 10.1109/TSP.2018.2862395

astronomy, and coherent diffraction imaging [1], [2]. In these
setups, the physical sensors can only record the density (the
number of photons) of the light waves, but not their phase.
This missing phase information renders general phase retrieval
ill-posed. In fact, it has been established that reconstructing
a discrete, finite-duration signal vector from its Fourier trans-
form magnitudes is generally NP-complete [3]. To obtain use-
ful solutions, additional assumptions have to be made, which
include (block) sparsity of underlying signal vectors [4]–[7],
non-negativity [1], [4], and random Gaussian measurements
[8]–[14].

A number of phase retrieval approaches have been devel-
oped so far, a sample of which are reviewed next. Alternating
projection methods were advocated in [15], [16]. By means
of matrix-lifting and upon dropping the nonconvex rank con-
straint, convex semidefinite programs (SDP) were formulated
[17], [18]. Minimizing the least-squares or least-absolute-value
loss, several iterative solvers were pursued, namely those ab-
breviated as AltMinPhase [19], Wirtinger flow (WF) [7], [9],
[10], [13], [20], amplitude flow [11], [12], [21], and composite
optimization [22]. Convex phase retrieval approaches without
lifting were devised [23]–[25]. We also recently developed a
reweighted amplitude flow (RAF) algorithm which benchmarks
the numerical performance of phase retrieval of signal vectors
from Gaussian random measurements [12].

The aforementioned phase retrieval approaches do not exploit
possible structural information of the underlying signal vector,
and they require for exact recovery that the number of mea-
surements be on the order of the signal vector dimension [9],
[12]. This number in large-scale high-resolution imaging appli-
cations is on the order of millions, rendering such algorithms
inefficient. The signal vectors or their feature maps in many
practical setups however, are naturally (block) sparse or admit a
(block) sparse representation after certain known and determin-
istic linear transformations have been applied [1]. For example,
the nonzero entries in astronomical images centering around
sparsely distributed stars appear only in a few blocks. This prior
information can be critical in reducing the number of measure-
ments required by general phase retrieval approaches, and has
prompted the development of various (block) sparse phase re-
trieval solvers. To obtain sparse solutions, the �1-regularized
PhaseLift and SparsePhaseMax were pursued in [26] and [24],
[27], respectively. Targeting nonconvex compressive phase re-
trieval formulations, a greedy algorithm was devised [5], and
the soft-thresholded Wirtinger flow (TWF) [7] as well as the
sparse truncated amplitude flow (SPARTA) [6] was developed;
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see also [28] for the (block) compressive phase retrieval with
alternating minimization (CoPRAM).

Going beyond our precursors in [6], [12], this contribution
puts forth a new algorithm termed compressive reweighted am-
plitude flow (CRAF) for (block)-sparse phase retrieval. Gen-
eralizing [6], while further accounting for the structured spar-
sity pattern, the amplitude-based (block)-sparse phase retrieval
problem is formulated, and it is solved in two stages, namely the
initialization and the refinement stages. To enhance the initial-
ization performance, a new sparse spectral initialization is de-
veloped, which judiciously assigns a negative or positive weight
to each sample. As such, the mean of the resultant initialization
matrix features a larger gap between the first and the second
eigenvalues, hence yielding improved performance as will be
demonstrated in the numerical tests. The second stage of CRAF
successively refines the initialization by means of (model-based)
hard thresholding iterations using reweighted gradients. From
the theoretical side, CRAF provably recovers the true signal vec-
tor at a linear rate under suitable conditions. Finally, numerical
tests showcase the CRAF’s improved recovery, and robustness
to unknown sparsity relative to competing approaches.

The remainder of this paper is structured as follows. Section II
outlines the (block)-sparse phase retrieval problem. Section III
describes the algorithm, and establishes its convergence. Sim-
ulated tests are presented in Section IV, and the proofs of the
main theorems are given in Section V. Section VI concludes the
paper.

Regarding notation, lower- (upper-) case boldface letters
stand for column vectors (matrices). Sets are represented by cal-
ligraphic letters, e.g., S, with the exception of T as superscript
denoting matrix or vector transposition. The cardinality of set S
is given by |S|. Symbol ‖ · ‖2 is reserved for the Euclidean norm,
whereas ‖ · ‖0 for the �0 (pseudo)-norm counting the number
of nonzero entries in a vector. Operator �·� returns the smallest
integer greater than or equal to the given scalar. The Gauss error
function erf(x) is defined as erf(x) := (1/

√
π)

∫ x
−x e

−x̃2
dx̃. For

a positive integer m, [m] denotes the index set {1, 2, . . . , m}.
Finally, the ordered eigenvalues of matrix X ∈ Rn×n are given
as λ1(X) ≥ λ2(X) ≥ · · · ≥ λn (X).

II. COMPRESSIVE PHASE RETRIEVAL

The compressive phase retrieval aims at recovering a sparse
signal vector from a few magnitude-only measurements [5]–[7].
Mathematically, it can be described as follows: Given a small
set of phaseless linear measurements

ψi = |〈ai ,x〉|, 1 ≤ i ≤ m (1)

in which {ψi}mi=1 are the observed magnitudes, and {ai ∈
Rn}mi=1 the known sampling vectors, the goal is to recover
a (kB)-sparse solution x ∈ Rn , namely ‖x‖0 ≤ kB with kB
being the known sparsity level. To accommodate also the block-
sparse signal vectors, the following terminology is useful. Sup-
pose without loss of generality that x is split into NB blocks
{xb}NB

b=1 , namely one can write x := [xT
1 · · · xT

NB
]T . For no-

tational brevity, let NB := {1, . . . , NB } denote the index set
of all blocks, and Bb collect all indices of the entries of x
corresponding to the b-th block. Therefore, Bb ⊆ [n] for all

b ∈ Nb , where [n] := {1, . . . , n} consisting of all indices of
x.

Definition 1 (k-block-sparse vectors [29]): The k-block sp-
arse vectors refer to vectors x = [xT

1 · · · xT
NB

]T such that xb =
0 for all b /∈ SB , where SB is a subset of NB with cardinality
|SB | = k.

For simplicity, we consider that each block of the signal vector
has equal length, that is, |Bb | = B for all b ∈ Nb with BNB =
n. It is clear that when B = 1, the block-sparse phase retrieval
boils down to the ordinary or unstructured sparse phase retrieval.
Accordingly, we will henceforth focus on developing recovery
algorithms for a block-sparse signal vector.

Adopting the least-squares criterion, the task of recovering
a k-block sparse vector from m magnitude-only measurements
can be cast as [11]

minimize
z∈Mk

B

�(z) :=
1

2m

m∑

i=1

(
ψi − |aT

i z|
)2

(2)

where Mk
B denotes the set of all k-block-sparse vectors of

dimension n. Because of the nonconvex objective and the com-
binatorial constraint, the problem in (2) is in general NP-hard,
hence computationally intractable.

For analytical concreteness, we focus on the real Gaussian
model, which assumes x ∈ Rn , and independent and identically
distributed (i.i.d.) sensing vectors following ai ∼ N (0, In ) for
all 1 ≤ i ≤ m. In this case, it has been proved that m = 2kB
generic measurements as in (1) are sufficient and necessary for
uniquely (up to a global sign) determining a k-block-sparse
solution {±x} of the quadratic system in (2) [30]. The critical
goal of this paper is to put forth simple and scalable algorithms
that can provably reconstruct x from as few magnitude-only
measurements as possible.

III. COMPRESSIVE REWEIGHTED AMPLITUDE FLOW

This section presents the two stages, namely the initialization
and the gradient refinement stages of CRAF. To begin, the dis-
tance from any estimate z ∈ Rn to the solution set {±x} ⊆ Rn

is defined as dist(z,x) := min{‖z + x‖2 , ‖z − x‖2}.

A. Sparse Spectral Initialization

A modified spectral initialization that utilizes the informa-
tion from all available data samples is delineated first. Relative
to existing phase retrieval initializations suggested in [9]–[12],
enhanced numerical performance is achieved by assigning ju-
dicious weights to all sampling vectors. Subsequently, the gen-
eralization of the new initialization procedure to compressive
phase retrieval settings is justified.

1) Spectral initialization: Finding a good initialization is
key in enabling strong convergence of iterative nonconvex opti-
mization algorithms. Consider first the general phase retrieval,
namely without exploiting the sparse prior information. Similar
to past approaches, the new initialization entails estimating
the norm ‖x‖2 as well as the directional vector d := x/‖x‖2 .
Regarding the former, it has been well documented that the term
r̂ :=

√
(1/m)

∑m
i=1 ψ

2
m is an unbiased and tightly concen-

trated estimate of the norm r := ‖x‖2 when there are enough
measurements [9]. The challenge remains to estimate the
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direction d, namely seek a unit vector d̂ that is maximally
correlated with d.

Among different initialization strategies, the procedure pro-
posed in [11] proves successful in achieving excellent numer-
ical performance in estimating d; see also [22] for robustified
alternatives. However, the truncation therein discards the useful
information carried over in a non-negligible portion of samples.
To exploit all the data samples, the new spectral initialization
obtains the wanted approximation vector as

d̂ := arg max
‖z‖2 =1

zT

(
λ−

|I−|
∑

i∈I−

aia
T
i +

λ+

|I+ |
∑

i∈I+

aia
T
i

)

z

(3)

where λ− < 0 and λ+ > 0 are preselected coefficients, and the
index sets I− := {i ∈ [m] : ψ2

i ≤ r̂2/2}, and I+ := {i ∈ [m] :
ψ2
i ≥ r̂2/2}. It is worth pointing out that the judiciously devised

index sets satisfy I = I− ∪ I+ , suggesting full use of the avail-
able data samples. With r̂ and d̂ at hand, the initial estimate of
x can be obtained conveniently as z0 := r̂d̂.

Intuitively, the initialization strategy in (3) can be justified as
follows. Leveraging the rotational invariance of a ∼ N (0, I),
we have for any thresholds τ1 , τ2 ∈ [0, 1]:

E
[
aaT |〈a,d〉2 ≤ τ1

]

= In − ddT + E[〈a,d〉2 |〈a,d〉2 ≤ τ1 ]ddT (4)

E
[
aaT |〈a,d〉2 ≥ τ2

]

= In − ddT + E[〈a,d〉2 |〈a,d〉2 ≥ τ2 ]ddT . (5)

It has been proved in [22, Lemma 3.2] that

E
[
〈a,d〉2 |〈a,d〉2 ≤ τ1

]
≤ τ1/3. (6)

Therefore, the smallest eigenvalue of E[aaT |〈a,d〉2 ≤ τ1 ] sat-
isfies

λn
(
E[aaT |〈a,d〉2 ≤ τ1 ]

)
≤ τ1/3

whereas all other eigenvalues are

λi
(
E[aaT |〈a,d〉2 ≤ τ1 ]

)
= 1, 1 ≤ i ≤ n− 1.

Similarly, one can establish the following lower bound for the
second term E[〈a,d〉2 |〈a,x〉2 ≥ τ2 ] in (5).

Lemma 1: Consider any nonzero signal vector d ∈ Rn with
‖d‖2 = 1. If a ∼ N (0, I), then for any τ ≥ 0, it holds that

E
[
〈a,d〉2

∣
∣〈a,d〉2 ≥ τ

]
≥ 6 − τ erf(

√
τ)

6 − 3 erf(
√
τ)
. (7)

Proof: With ã := 〈a,d〉, it holds that ã ∼ N (0, 1). Let ã′

be a random variable with the same density as ã, and p(ã) and

p(ã′) denote the density of ã and ã′, respectively. It follows that

E
[
〈a,d〉2 |〈a,d〉2 ≥ τ

]
= E[ã2 |ã2 ≥ τ ]

= E
[
ã2 | |ã| ≥

√
τ
]

=
∫ ∞

√
τ

ã2p(ã)
∫∞√

τ p(ã
′)dã′

dã

=
1 −

∫ √
τ

−√
τ
ã2p(ã)dã

1 −
∫ √

τ

−√
τ
p(ã′)dã′

=
2 − E[ã2 |ã2 ≤ τ ] erf(

√
τ)

2 − erf(
√
τ)

≥ 6 − τ erf(
√
τ)

6 − 3 erf(
√
τ)

where the last inequality relies on [22, Lemma 3.2]. �
To help in understanding the assertion of Lemma 1, tak-

ing τ = 0.5 as an example, we find E[〈a,d〉2 |〈a,d〉2 ≥
0.5] ≥ 1.42 by substituting the inequality erf(

√
0.5) ≥ 0.68

into (7). Hence, it holds that λ1(E[aaT |〈a,x〉2 ≥ 0.5]) ≥
1.42, and λi(E[aaT |〈a,x〉2 ≥ 0.5]) = 1, 1 ≤ i ≤ n− 1. On
the other hand, substituting τ1 = 0.5 into (6) yields
E
[
〈a,d〉2 |〈a,d〉2 ≤ τ1

]
≤ 0.167. Subsequently, it can be de-

duced that for λ− < 0 and λ+ > 0, the largest eigen-
value of λ−E[aaT |〈a,d〉2 ≤ 0.5] + λ+E[aaT |〈a,d〉2 ≥ 0.5]
is greater than or equal to 1.42λ+ + 0.167λ−, and all other
eigenvalues equalλ+ + λ−. Given that the principal eigenvector
of λ−E[aaT |〈a,d〉2 ≤ 0.5] + λ+E[aaT |〈a,d〉2 ≥ 0.5] is d, it
is thus possible to obtain an accurate estimate d̂ using (3) based
on the matrix perturbation lemma in [31, Corollary 1], provided
that the sample average λ−

|I−|
∑

i∈I− aia
T
i + λ+

|I+ |
∑

i∈I+ aia
T
i

is sufficiently close to its mean. The latter holds true when there
are enough samples. For completeness, the matrix perturbation
lemma is included as Lemma 2 in the Appendix. The aforemen-
tioned arguments speak for the effectiveness of the proposed
initialization, whereas the next theorem quantifies rigorously
the initialization estimation error dist(z0 ,x).

Theorem 1: Let z0 = r̂d̂ with d̂ obtained from (3). For any
given constant δ0 ∈ (0, 1), there exists numerical constants c0 >
0 and C0 such that the following holds

dist(z0 ,x) ≤ δ0‖x‖2

with probability at least 1 − 10 exp(−c0m) when m ≥ C0n.
For readability, the proof of Theorem 1 is deferred to

Section V-A. Although the suggested initialization assumes
a specific threshold r̂2/2 to split samples into I− and I+ ,
it is straightforward to incorporate two different thresholds
0 ≤ τ̃1 ≤ τ̃2 ≤ 1 such that I− := {i ∈ [m] : ψ2

i ≤ τ̃1 r̂
2} and

I+ := {i ∈ [m] : ψ2
i ≥ τ̃2 r̂

2}. By appropriately selecting τ̃1
and τ̃2 , the initialization performance can be further boosted.
It is worthing pointing out that the weak recovery performance
of similar procedures has been studied in [32], which only pro-
vides guarantee for the case of n→ ∞.

2) Support recovery: The initialization procedure in (3) is
developed for general signal vectors x, without leveraging the
structural information that is present in diverse applications.
When the vector is sparse, the required number of data sam-
ples to yield an accurate initialization can be reduced [6]. Next,
we demonstrate how to obtain a sparse initialization based on
the procedure discussed in Section III-A. Similar to [6], [28],
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obtaining a sparse initialization entails first estimating the
(block)-support of the underlying (block)-sparse signal vectors.

Specifically, define random variables Zi,j := ψ2
i a

2
i,j , ∀j ∈

[n]. According to [6, Eq. (16)], the following holds

E

⎡

⎣
∑

j∈Bb

Z2
i,j

⎤

⎦ = E

⎡

⎣
∑

j∈Bb

(aT
i x)4a4

i,j

⎤

⎦

= 9B‖x‖4
2 + 24

∑

j∈Bb

x4
j + 72‖xb‖2‖x‖2

2 .

(8)

If b ∈ SB , then xb �= 0, yielding E[
∑

j∈Bb Z
2
i,j ] > 9B‖x‖4

2 +
72‖xb‖2‖x‖2

2 in (8). On the contrary, if b /∈ SB , one has xb = 0,
yielding E[

∑
j∈Bb Z

2
i,j ] = 9B‖x‖4

2 . It is evident that there is
a separation of at least 72‖xb‖2‖x‖2

2 in the expected values
of

∑
j∈Bb Z

2
i,j for b ∈ SB and b /∈ SB . As long as the gap

72‖xb‖2‖x‖2
2 is large enough, the (block)-support set SB can

be recovered exactly in this way.
To estimate the (block)-support SB in practice, compute first

the so-called block marginals

ζb :=
∑

j∈Bb

(
1
m

m∑

i=1

ψ2
i |ai,j |2

)2

, ∀b ∈ Nb

which serves as an empirical estimate of E[
∑

j∈Bb Z
2
i,j ]. As

explained earlier, the larger ζb is, the more likely is for the
block to be nonzero, namely ‖xb‖2 > 0 [28]. Upon collecting
{ζb}NB

b=1 , one can pick the indices associated with the k-largest
values in {ζb}NB

b=1 , which form the estimated block-support set
ŜB . Subsequently, an estimate of the support of x denoted as Ŝ
can be determined as Ŝ := {i ∈ Bb | ∀b ∈ ŜB }.

The support estimation procedure is summarized in Steps 2–4
of Algorithm 1. Appealing to [28, Theorem 5.1] (also included as
Lemma 3 for completeness in the Appendix), Steps 2–4 recover
the support of x exactly with probability at least 1 − 6

m provided
thatm ≥ C ′

0k
2B log(mn) for some positive constantC ′

0 and the
minimum block

xBmin := min
b∈SB

‖xb‖2
2

is on the order of (1/k)‖x‖2
2 , namely, xBmin = (C ′′

0 /k)‖x‖2
2 for

some number C ′′
0 > 0.

If the support has been exactly recovered, that is, Ŝ = S,
one can rewrite ψi = |aT

i x| = |aT
i,ŜxŜ | for all i ∈ [m], where

ai,Ŝ ∈ RkB contains entries of ai whose indices belong to

Ŝ; and likewise for xŜ ∈ Rk . Then, the proposed initializa-
tion in (3) can be applied to the dimensionality-reduced data
{(ai,Ŝ , ψi)}mi=1 to obtain

d̂Ŝ := max
z∈Rk B

zT

(
λ−

|I−|
∑

i∈I−

ai,ŜaT
i,Ŝ+

λ+

|I+ |
∑

i∈I+

ai,ŜaT
i,Ŝ

)

z.

Subsequently, an estimate of the n-dimensional vector d can be
constructed by zero-padding entries of d̂Ŝ whose indices do not
belong to Ŝ.

Algorithm 1: Compressive Reweighted Amplitude Flow
(CRAF).

1: Input: Data {(ai ;ψi)}mi=1 , block length B, and block
sparsity level k; initialization parameters λ− = −3
and λ+ = 1; step size μ = 1; and weighting
parameters {βi = 0.6}mi=1 , τw = 0.1 .

2: For b = 1 to NB , compute

ζb :=
∑

j∈Bb

(
1
m

m∑

i=1

ψ2
i |ai,j |2

)2

.

3: Set ŜB to include indices corresponding to the k-largest
instances in {ζb}NB

b=1 .
4: Set Ŝ to comprise indices of Bb for b ∈ ŜB .
5: Compute the principal eigenvector d̂Ŝ ∈ RkB of

λ−

|I−|
∑

i∈I−

ai,ŜaT
i,Ŝ +

λ+

|I+ |
∑

i∈I+

ai,ŜaT
i,Ŝ

where I− := {i ∈ [m] : ψ2
i ≤ r̂2/2} and

I+ := {i ∈ [m] : ψ2
i ≥ r̂2/2} with r̂ :=√∑m

i=1 ψ
2
i /m.

6: Initialize z0 as r̂d̃, where d̃ ∈ Rn is given by
augmenting d̂Ŝ in Step 5 with d̃i = 0 for i /∈ Ŝ .

7: Loop: For t = 0 to T − 1

zt+1 = HB
k

⎛

⎝zt − μ

m

∑

i∈[m ]

wt
i

(

aT
i zt − ψi

aT
i zt

|aT
i zt |

)

ai

⎞

⎠

where wt
i := max

{
τw ,

|aT
i zt |

|aT
i zt |+ψi βi

}
.

8: Output: zT .

B. Refinement via Reweighted Gradient Iterations

Upon obtaining an accurate initial point, successive refine-
ments based on reweighted gradient iterations are effected. To
account for the block-sparsity structure of the wanted signal vec-
tor x, the model-based iterative hard thresholding (M-IHT) [29]
is invoked. To start, recall that the generalized gradient of the
objective function in (2) is [11]

∇�(z) :=
1
m

∑

i∈[m ]

(

aT
i z − ψi

aT
i z

|aT
i z|

)

ai (9)

in which the convention aT
i z/|aT

i z| := 0 for |aT
i z| = 0 is

adopted.
With t ≥ 0 denoting the iteration count and z0 being the

initial point, the M-IHT algorithm proceeds with the following
k-block-sparse hard thresholding, namely

zt+1 = HB
k

(
zt − μ

m
∇�(zt)

)
(10)

where μ > 0 is the preselected step size, and the block-sparse
hard thresholding operator HB

k (ū) : Rn → Rn converts an n-
dimensional vector ū := [ūT

1 . . . ūT
NB

]T into a k-block-sparse
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one u := [uT
1 . . . uT

NB
]T such that

ub =

{
ūb , if b ∈ UB
0, if b /∈ UB

where UB comprises indices corresponding to the k-largest en-
tities in {‖ūb‖2}NB

b=1 .
Unfortunately, the negative gradient −∇�(z) may not drag

the iterate sequence {zt} to the global optimum x because the
estimated sign aT

i z/|aT
i z| in ∇�(z) may not coincide with the

true one aT
i x/|aT

i x| [11]. As a consequence, the update in (10)
may not always reduce the distance of the iterate to the global
optimum. To alleviate the negative influence of the erroneously
estimated signs, SPARTA implements the following truncated
gradient ∇�tr(zt) [6]

∇�tr(zt) :=
1
m

∑

i∈It

(

aT
i zt − ψi

aT
i zt

|aT
i zt |

)

ai (11)

where

It :=
{

1 ≤ i ≤ m

∣
∣
∣
∣
|aT
i zt |

|aT
i x| ≥ τg

}

for some preselected truncation parameter. It is clear that
∇�tr(z) is based on data samples whose associated |ai

T z| is
of relatively large sizes. The reason for this gradient truncation
is that gradients (summands in (11)) of large |ai

T z|/|ai
T x|

provably point toward the global optimum x with high prob-
ability [11]. However, as pointed out in [12], the truncation
operation may reject meaningful samples, which hampers the
efficacy of ∇�tr especially when the sample size is limited.

An alternative to the truncation trimming procedure is to
introduce different weights for different gradients [12], which
helps fusing useful information from all gradient directions.
Specifically, the ensuing reweighted gradient used in [12] proves
successful in phase retrieval of general signal vectors

∇�rw (zt) :=
1
m

∑

i∈[m ]

wt
i

(

aT
i zt − ψi

aT
i zt

|aT
i zt |

)

ai (12)

where the weights are given by

wt
i := max

{

τw ,
|aT
i zt |

|aT
i zt | + ψiβi

}

, ∀i ∈ [m] (13)

for certain preselected parameters τw > 0 and βi > 0 for all
i ∈ [m]. Evidently, it holds that τw ≤ wt

i ≤ 1 for all i ∈ [m],
and the larger the ratio |ai

T z|/|ai
T x|, the larger the weight

wt
i . In this sense, wt

i reflects the confidence in the i-th negative
gradient pointing toward the global optimum x.

In the context of phase retrieval of block-sparse vectors, it is
thus reasonable to implement the M-IHT based iteration using
reweighted gradients, namely

zt+1 := HB
k

(
zt − μ∇�rw (zt)

)
. (14)

The proposed block-sparse phase retrieval solver is summarized
in Algorithm 1, whose exact recovery is established in the fol-
lowing theorem.

Theorem 2: Let x ∈ Rn be any k-block-sparse (kB � n)
vector with xBmin := (C ′′

0 /k)‖x‖2
2 . Consider noiseless mea-

surements {ψi = |aT
i x|}mi=1 from the real Gaussian model.

If m ≥ C1k
2B log(mn), there exists a constant learning rate

μ > 0, such that the successive estimates zt in Algorithm 1
obey

‖zt − x‖2 ≤ δ0ρ
t‖x‖2 , t = 0, 1, . . . (15)

with probability at least 1 − c2 exp(−c1m) − 6/m. Here, 0 <
δ0 < 1, 0 < ρ < 1, μ, c1 > 0, c2 > 0, C ′′

0 , and C1 are certain
numerical constants.

The proof of Theorem 2 is provided in Section V-B. Regard-
ing its implication, a couple of observations come in order. To
start, as soon as m ≥ C1k

2B log(mn), CRAF recovers exactly
k-block-sparse vectors x with the minimum block xB

min hav-
ing size on the order of ‖x‖2

2/k. This sample complexity is
consistent with the Block CoPRAM method in [28], which im-
proves upon the sample complexity of SPARTA by a factor of
B. Furthermore, CRAF converges exponentially fast. Expressed
differently, it takes CRAF at most T := O(log(1/ε)) iterations
to reach a solution of ε-relative accuracy.

IV. NUMERICAL TESTS

This section demonstrates the efficacy of the proposed ini-
tialization and the CRAF algorithm relative to the state-of-
the-art approaches for (block) sparse phase retrieval, includ-
ing SPARTA [6] and (block) CoPRAM [28]. In all except the
real-data experiments, the support S of the true signal vectors
x ∈ R3,000 was randomly chosen. The nonzero entries were
generated using xS ∼ N (0, I). The obtained x was subse-
quently normalized such that ‖x‖2 = 1. The sampling vectors
were generated using ai ∼ N (0, I), 1 ≤ i ≤ m. For SPARTA,
its suggested parameters were used. The parameters of CRAF
were set as λ− = −3, λ+ = 1, {βi = 0.6}mi=1 , τw = 0.1, and
μ = 1. For all simulated algorithms, the maximum iterations
were fixed to T = 1, 000, and all reported results are averaged
over 100 Monte Carlo simulations. A trial is declared a success
if the relative error dist(zT , x)/‖x‖2 is less than 10−5 .

A. Sparse Phase Retrieval

We first tested CRAF for solving the ordinary compressive
phase retrieval, namely problem (2) with block length B = 1.
The first experiment evaluates the performance of our initial-
ization relative to that in SPARTA [6] and CoPRAM [28]. Fig-
ure 1 depicts the average relative error of the three initialization
schemes with the sparsity level k varying from 25 to 35, and
m/k fixed to 30. Clearly, the new initialization outperforms the
other two.

The second experiment examines the empirical success rates
of CRAF, SPARTA, and CoPRAM for solving compressive
phase retrieval. The empirical success rates of CRAF, SPARTA,
and CoPRAM are presented in Fig. 2 with m increasing from
400 to 1,800. Notably, the curves showcase improved exact
recovery performance of CRAF relative to its competing alter-
natives. Since in certain applications, the sparsity level k may
not be accurately known, it is desirable to have the compressive
phase retrieval algorithms remain operational for unknown or
inexact k values. Let k̂ be an estimate of the sparsity level k.
The recovery performance of CRAF is tested with k̂ set as the
upper limit of the theoretically affordable sparsity level, namely
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Fig. 1. Average relative error versus k.

Fig. 2. Empirical success rate versus m for k = 30.

√
3, 000 ≈ 55. From Fig. 3, it is clear that CRAF offers the

best numerical performance for unknown k. A careful compar-
ison between Figs. 2 and 3 demonstrates that CRAF is more
robust to unknown k values than CoPRAM. The average run-
times of simulated schemes under k = k̂ = 30 and m = 2, 400
were recorded. Specifically, CRAF, SPARTA, and CoPRAM
incur a runtime of 0.1888, 0.1966, and 0.3168 seconds, respec-
tively. The major computational advantage of CRAF relative
to CoPRAM is attributed to the simple closed-form update of
(14), whereas each iteration of CoPRAM invokes CoSaMP that
requires solving an inverse problem.

To test the proposed initialization procedure as well as CRAF
in a more realistic setting, the Lovett hall image shown in Fig. 4
was employed. It is worth mentioning that the Lovett hall image
naturally admits a sparse representation after the Haar wavelet
transformation [33]. But for simplicity, this image was first re-
sized to 32 × 32, whose Haar wavelet representation was further
sparsified by setting all but the top 30-wavelet coefficients to
zero [33]. The resulting sparse wavelet coefficient vector con-
stitutes the true signal vector x in (1). With m increasing from
200 to 500, the empirical success rates of CRAF, SPARTA,

Fig. 3. Empirical success rate vs. m for k = 30, and k̂ = 55.

Fig. 4. The Lovett Hall.

Fig. 5. Empirical success rate for CRAF, SPARTA, CoPRAM, and SPARTA
and CoPRAM initialized with the new spectral initialization.

and CoPRAM are reported in Fig. 5. To evaluate performance
of the proposed initialization, SPARTA and CoPRAM initial-
ized with the new estimate in (3) were simulated. Clearly, with
our proposed initialization, both SPARTA and CoPRAM enjoy
considerable performance improvements. Nevertheless, CRAF
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Fig. 6. Average relative error of signal recovery versus the variance of noise
σ2 for k = 30, and m = 1600.

Fig. 7. Empirical success rate versus m for B = 2, k = 20.

with the reweighed gradients attains superior performance over
all simulated schemes.

The next experiment validates the robustness of CRAF with
respect to noisy measurements of the following form:

ψi = |aT
i x| + ηi, 1 ≤ i ≤ m

where {ηi} are independently sampled from N (0, σ2). In this
experiment, k = 30, B = 1, and m = 1, 600 were simulated.
Figure 6 depicts the average relative errors of the three ap-
proaches versus varying σ2 from 0.1 to 0.6, from which it is
clear that CRAF offers the most accurate estimates for all noise
levels. In other words, CRAF achieves improved robustness rel-
ative to SPARTA and CoPRAM.

B. Block-sparse Phase Retrieval

We further tested the performance of CRAF relative to that
of block CoPRAM and SPARTA for 20-block-sparse phase re-
trieval with block lengthB = 2. The empirical success rates for
the three schemes from 100 independent trials with k known
are reported in Fig. 7, from which it is clear that CRAF yields
the best recovery performance. With m = 2, 400, the average
runtimes of CRAF, SPARTA, and block CoPRAM were 0.2196,
0.2336, and 1.4565 seconds, respectively. As the numbers indi-

Fig. 8. Empirical success rate versus m for B = 5, k = 6, and k̂ = 11.

cate, CRAF is on par with SPARTA, but much faster than the
block CoPRAM. The last experiment tests block-sparse phase
retrieval with a block length of B = 5. The empirical exact
recovery rates of CRAF, block CoPRAM, and SPARTA with
k unknown are presented in Fig. 8. Plots (CRAF/Block Co-
PRAM versus SPARTA) corroborate the merits of exploiting
block sparsity in reducing the sample complexity for exact re-
covery. Despite the marginal improvement of CRAF relative
to block CoPRAM in this test due to the large block size, it
is worth pointing out that CRAF is much faster than block
CoPRAM.

V. PROOFS

The proofs of Theorem 1 and 2 are presented next. The proof
of Theorem 1 is mainly based on that of [22, Prop. 2], whereas
the proof of Theorem 2 builds upon [6, Thm. 1].

A. Proof of Theorem 1

For ease of presentation, some notation is established first. To
begin, let

M− :=
1

|I−|
∑

i∈I−

aia
T
i , and M+ :=

1
|I+ |

∑

i∈I+

aid
T
i

denote the first and second parts of the matrix used in the new
initialization procedure (3). Upon defining

φ(τ−) := E[〈a,d〉2 |〈a,d〉2 ≤ τ−] − 1

φ(τ+) := E[〈a,d〉2 |〈a,d〉2 ≥ τ+] − 1

it can be verified that

E[M−] = In + φ(τ−)ddT, and E[M+] = In + φ(τ+)ddT .

Without loss of generality, one can then write

M− = In + φ−(ε)ddT + Δ−

M+ = In + φ+(ε)ddT + Δ+

where Δ− (Δ+) describes the difference between M− (M+)
and their mean E[M−] = In + φ−(ε)ddT (E[M+] = In +
φ+(ε)ddT ). Appealing to a standard eigenvector perturba-
tion result [31, Corollary 1] (also included as Lemma 2
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in the Appendix), to bound dist(d̂,d), it suffices to bound
‖λ−Δ− + λ+Δ+‖2 .

It has been established in [22, Proposition 2] that for arbi-
trarily small δ− ∈ (0, 1), and some absolute constants c− > 0,
C− <∞ dependent on δ−, the following holds with probability
at least 1 − 5 exp(−c−m)

‖Δ−‖2 ≤ δ− (16)

whenever m ≥ C−n.
The task now remains to bound ‖Δ+‖2 . To account for the

estimation error in r̂, the following two index sets surrounding
I+ are introduced [22, Proposition 2]

I+
−ε :=

{

i ∈ [m] | 〈ai ,d〉2 >
1 − ε

2

}

I+
+ε :=

{

i ∈ [m] | 〈ai ,d〉2 ≥ 1 + ε

2

}

for some numerical constant ε ∈ (0, 1). For convenience, one
can set κ := exp((ε− 1)/4)/

√
π(1 − ε) which upper bounds

P
(
〈a,d〉2 ∈ [ 1−ε

2 , 1+ε
2 ]

)
/ε, and

p0(ε) := P

(

〈a,d〉2 ≥ 1 + ε

2

)

.

It can be readily checked that

p0(ε) = P

(

χ2
1 ≥ 1 + ε

2

)

= 1 − P

(

χ2
1 ≤ 1 + ε

2

)

≥ 1 −
√

1 + ε

2
exp

(
1 − ε

2

)

leveraging the tail bound of the χ2
1 distribution.

Subsequently, five events denoted as {Ei}5
i=1 occurring with

high probability are introduced in (17) as shown at the bot-
tom of this page. The constants p ≥ 1 and q ≥ 1 in (17) sat-
isfy 1/p+ 1/q = 1. On the event E1 , it can be verified that

r̂2 ∈ [(1 − ε)r2 , (1 + ε)r2 ], hence I+
+ε ⊂ I+ ⊂ I+

−ε . When all
five events {Ei}5

i=1 occur, ‖Δ+‖2 can be bounded. In de-
tail, Δ+ can be rewritten as in (18) shown at the bottom of
this page, implying that Δ+ = Δ+

1 + Δ+
2 + Δ+

3 . The three
terms ‖Δ+

1 ‖2 , ‖Δ+
2 ‖2 , and ‖Δ+

3 ‖2 are bounded next. Note
that on the event E5 , it holds that ‖Δ+

1 ‖2 ≤ ε. To bound
‖Δ+

2 ‖2 , observe that on the event E3 and E4 , the following are
true

‖Δ+
2 ‖2 =

m

|I+
+ε |

∥
∥
∥
∥
∥
∥
∥

1
m

∑

i∈I+ \I+
+ ε

aia
T
i

∥
∥
∥
∥
∥
∥
∥

2

≤ m

|I+
+ε |

∥
∥
∥
∥
∥
∥
∥

1
m

∑

i∈I+
−ε \I

+
+ ε

aia
T
i

∥
∥
∥
∥
∥
∥
∥

2

≤ 2
p0(ε)

· 4q(κε)1/p

where the last inequality arises from the definitions of E3 and
E4 . Regarding ‖Δ+

3 ‖2 , the next holds true

‖Δ+
3 ‖2 = m

|I+ | − |I+
+ε |

|I+
+ε ||I+ |

∥
∥
∥
∥
∥

1
m

∑

i∈I+

aia
T
i

∥
∥
∥
∥
∥

2

≤ m
|I+ | − |I+

+ε |
|I+

+ε ||I+ |

∥
∥
∥
∥
∥

1
m

m∑

i=1

aia
T
i

∥
∥
∥
∥
∥

2

≤ 8ε(1 + ε)κ
p0(ε)2 .

To sum, the following is true

‖Δ+‖2 = ‖Δ+
1 ‖2 + ‖Δ+

2 ‖2 + ‖Δ+
3 ‖2 (19)

≤ ε+
2

p0(ε)
· 4q(κε)1/p +

8ε(1 + ε)κ
p0(ε)2 . (20)

E1 : =
{

1
m

∥
∥AT A

∥
∥

2 ∈ [1 − ε, 1 + ε]
}

, E2 :=
{
|I+

−ε | ≤ |I+
+ε | + 2εκm

}
,

E3 : =
{

|I+
+ε | ≥

1
2
mp0(ε)

}

, E4 :=

⎧
⎪⎨

⎪⎩

∥
∥
∥
∥
∥
∥
∥

1
m

∑

i∈I+
−ε \I

+
+ ε

aia
T
i

∥
∥
∥
∥
∥
∥
∥

2

≤ 4q(κε)
1
p

⎫
⎪⎬

⎪⎭
,

E5 : =

⎧
⎪⎨

⎪⎩

∥
∥
∥
∥
∥
∥
∥

1
|I+

+ε |
∑

i∈I+
+ ε

[

aia
T
i −

(

In + φ+
(

1 + ε

2

)

xxT
)]

∥
∥
∥
∥
∥
∥
∥

2

≤ ε

⎫
⎪⎬

⎪⎭
(17)

Δ+ = M+ −
(

In + φ+
(

1 + ε

2

)

ddT
)

=
1

|I+
+ε |

∑

i∈I+
+ ε

[

aia
T
i −

(

In + φ+
(

1 + ε

2

)

ddT
)]

︸ ︷︷ ︸
:=Δ+

1

+
1

|I+
+ε |

∑

i∈I+ \I+
+ ε

aia
T
i

︸ ︷︷ ︸
:=Δ+

2

−
(

1
|I+

+ε |
− 1

|I+ |

)
∑

i∈I+

aia
T
i

︸ ︷︷ ︸
:=Δ+

3

(18)
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Takingp = 1 + 1
log 1

κ ε

and q = 1 + log 1
κε , one has ‖Δ+‖2 ≤

δ+ , with

δ+ := ε+
8e(1 − log κε)κε

p0(ε)
+

8ε(1 + ε)κ
p0(ε)2 .

Since p0(ε) and κ are bounded away from 0 for sufficiently
small ε > 0, δ+ approaches 0 as ε approaches 0. Based on the
established bounds on ‖Δ−‖2 in (16) and ‖Δ+‖2 in (19), one
has

‖λ−Δ− + λ+Δ+‖2 ≤ λ+δ+ − λ−δ−.

From Lemma 2 in the Appendix, the next can be deduced

dist2(d̂,d) ≤ 2 − 2|〈d̂,d〉| ≤
(

2(λ+δ+ − λ−δ−)
λ+φ(τ+) + λ−φ(τ−)

)2

implying

dist(d̂,d) ≤ 2(λ+δ+ − λ−δ−)
λ+φ(τ+) + λ−φ(τ−)

. (21)

Combining E1 and the bound in (21) gives rise to

dist(z0 ,x) ≤ r̂ dist(d̂,d) + |r − r̂|

≤
(√

1 + ε dist(d̂,d) +
√

1 + ε− 1
)
‖x‖2 .

Letting δ0 := 2
√

1+ε(λ+ δ+ −λ−δ−)
λ+ φ(τ + )+λ−φ(τ −)

+
√

1 + ε− 1, we have

dist(z0 ,x) ≤ δ0‖x‖2 . It is worth stressing that limε→0 δ0 = 0,
suggesting that δ0 can be brought arbitrarily close to 0 by in-
creasing m.

So far, it has been proved that dist(z0 ,x) ≤ δ0‖x‖2 on the
events {Ei}5

i=1 . The next step is to show the five events occur
simultaneously with high probability. Recall that it has been
shown in [22, Proposition 2] that each of the events E1 , E2 ,
and E4 occurs with probability at least 1 − exp(−c−m) when
m > C−n.

To complete the proof, we first show that

P (E3) ≥ 1 − exp
(
−mp0(ε)2

2

)

.

To that end, rewrite |I+
+ε | as

|I+
+ε | =

m∑

i=1

1{〈ai ,d〉2 ≥(1+ε)/2}.

Since {1{〈ai ,d〉2 ≥(1+ε)/2}}mi=1 are i.i.d. Bernoulli random vari-
ables with

P
(
〈ai ,d〉2 ≥ (1 + ε)/2

)
≥ p0(ε), ∀i ∈ [m]

the following holds

P

(

|I+
+ε | ≤

1
2
mp0(ε)

)

≤ exp
(
−mp0(ε)2

2

)

by Hoeffding’s inequality [34]. Therefore, P (E3) ≥ 1 −
exp(−mp0 (ε)2

2 ). Similar to [22, Lemma A.6], it can be shown
that for

m ≥ log2 p0(ε)n/c+ε2p0(ε)

with some absolute constant c+ > 0,

P (E5 |E3) ≥ 1 − exp
(
−c+ε2mp0(ε)

log2 p0(ε)

)

.

Thus, setting c0 = min{ c
+ ε2 p0 (ε)

log2 p0 (ε) ,
p0 (ε)2

2 , c−} and

C0 = max{log2 p0(ε)/c+ε2p0(ε), C−}

confirms the assertion of Theorem 1.

B. Proof of Theorem 2

Some notation used only for this section is introduced first.
For all t ≥ 0, let

vt+1 := zt − μ

m

m∑

i=1

wt
i

(

aT
i zt − ψi

aT
i zt

|aT
i zt |

)

ai

represent the estimate prior to effecting the hard thresholding
operation in (10). The support of x and zt is denoted as S and
Ŝt , respectively. Hence, the support for the reconstruction error
ht := x − zt defined as Ωt is given by S ∪ Ŝt . Additionally,
let Ωt \ Ωt+1 be the difference between sets Ωt and Ωt+1 . Evi-
dently, it holds that |S| = |Ŝt | = s for s := kB, which implies
|Ωt | ≤ 2s, |Ωt \ Ωt+1 | ≤ 2s, and |Ωt ∪ Ωt+1 | ≤ 3s, ∀t ≥ 0.
Vectors with sets as subscript, e.g., vΩ t , are formed by zero-
ing all entries of the vector except for those in the set.

According to the triangle inequality of the vector 2-norm, it
holds that

∥
∥x − zt+1

∥
∥

2 =
∥
∥x − vt+1

Ω t+ 1 + vt+1
Ω t+ 1 − zt+1

∥
∥

2

≤
∥
∥x − vt+1

Ω t+ 1

∥
∥

2 +
∥
∥zt+1 − vt+1

Ω t+ 1

∥
∥

2

≤ 2
∥
∥xΩ t+ 1 − vt+1

Ω t+ 1

∥
∥

2 . (22)

The last inequality in (22) comes from ‖zt+1 − vt+1
Ω t+ 1 ‖2 ≤

‖xΩ t+ 1 − vt+1
Ω t+ 1 ‖2 since zt+1 achieves the minimal distance

to vt+1
Ω t+ 1 among all vectors belonging to Mk

B and supported on
Ωt+1 . Substituting the definitions of ht and vt into (22), one
arrives at

1
2
‖ht+1‖2

≤
∥
∥
∥
∥
∥
ht

Ω t+ 1 −
μ

m

m∑

i=1

wt
ia

T
i htai,Ω t+ 1

− μ

m

m∑

i=1

wt
i

(
aT
i zt

|aT
i zt | −

aT
i x

|aT
i x|

)

|aT
i x|ai,Ω t+ 1

∥
∥
∥
∥
∥

2

≤
∥
∥
∥
∥
∥
ht

Ω t+ 1 −
μ

m

m∑

i=1

wt
iai,Ω t+ 1 aT

i,Ω t+ 1 ht
Ω t+ 1

∥
∥
∥
∥
∥

2

+

∥
∥
∥
∥
∥
μ

m

m∑

i=1

wt
iai,Ω t+ 1 aT

i,Ω t \Ω t+ 1 ht
Ω t \Ω t+ 1

∥
∥
∥
∥
∥

2

+

∥
∥
∥
∥
∥
μ

m

m∑

i=1

wt
i

(
aT
i zt

|aT
i zt | −

aT
i x

|aT
i x|

)

|aT
i x|ai,Ω t+ 1

∥
∥
∥
∥
∥

2

. (23)
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Hence, bounding ‖ht+1‖2 suffices to bound the three terms on
the right hand side of (23).

Regarding the first term, the following holds
∥
∥
∥
∥
∥
ht

Ω t+ 1 −
μ

m

m∑

i=1

wt
iai,Ω t+ 1 aT

i,Ω t+ 1 ht
Ω t+ 1

∥
∥
∥
∥
∥

2

≤
∥
∥
∥
∥
∥
I − μ

m

m∑

i=1

wt
iai,Ω t+ 1 aT

i,Ω t+ 1

∥
∥
∥
∥
∥

2

∥
∥ht

Ω t+ 1

∥
∥

2

≤ max
{
1 − μλ, μλ̄− 1

}∥
∥ht

Ω t+ 1

∥
∥

2 (24)

in which λ̄ and λ > 0 denote the largest and smallest eigenvalue
of (1/m)

∑m
i=1 w

t
iai,Ω t+ 1 aT

i,Ω t+ 1 , respectively. Since τw ≤
wt
i ≤ 1 and ai,Ω t+ 1 aT

i,Ω t+ 1 , ∀i ∈ [m] are positive semidefinite,
the next is true

τw

m∑

i=1

ai,Ω t+ 1 aT
i,Ω t+ 1 ≤

m∑

i=1

wt
iai,Ω t+ 1 aT

i,Ω t+ 1

≤
m∑

i=1

ai,Ω t+ 1 aT
i,Ω t+ 1 . (25)

To estimate the eigenvalues of (1/m)
∑m

i=1 ai,Ω t+ 1 aT
i,Ω t+ 1 , we

resort to the restricted isometry property of Gaussian matri-
ces A ∈ Rm×n whose entries are i.i.d. standard Gaussian vari-
ables [35]. Specifically, if K � {1, . . . , n} with |K| ≤ 3s, then
for constant δ3s ≤ ε, the following holds for all u ∈ Rm

√
(1 − δ3s)m‖u‖2 ≤ ‖AT

Ku‖2 ≤
√

(1 + δ3s)m‖u‖2

with probability at least 1 − e−c
′
1m , provided that m ≥

C ′
1ε

−2(3s) log(n/(3s)) for numerical constants c′1 , C
′
1 > 0 [36,

Proposition 3.1]. Hence,

λ1

(
1
m

m∑

i=1

ai,Ω t+ 1 aT
i,Ω t+ 1

)

≤ 1 + δ3s (26)

λn

(
1
m

m∑

i=1

ai,Ω t+ 1 aT
i,Ω t+ 1

)

≥ 1 − δ3s (27)

due to |Ωt+1 | ≤ 2s. Substituting (26) and (27) into (25) yields

λ̄ ≤ 1 + δ3s , and λ ≥ τw (1 − δ3s)

which together with (24) suggests that
∥
∥
∥
∥
∥
ht

Ω t+ 1 −
μ

m

m∑

i=1

wt
iai,Ω t+ 1 aT

i,Ω t+ 1 ht
Ω t+ 1

∥
∥
∥
∥
∥

2

≤ max{1 − μτw (1 − δ3s), μ(1 + δ3s) − 1}
∥
∥ht

Ω t+ 1

∥
∥

2 .

(28)

Consider now the second term in (23). For convenience, define

AT
Ω t+ 1 := [a1,Ω t+ 1 · · · am,Ω t+ 1 ]

AT
Ω t+ 1 := [a1,Ω t+ 1 · · · am,Ω t+ 1 ]

AT
Ω t ∪Ω t+ 1 := [a1,Ω t ∪Ω t+ 1 · · · am,Ω t ∪Ω t+ 1 ]

and let W be a diagonal matrix with its i-th diagonal entry being
wt
i . Then, one has

∥
∥
∥
∥
∥
μ

m

m∑

i=1

wt
iai,Ω t+ 1 aT

i,Ω t \Ω t+ 1 ht
Ω t \Ω t+ 1

∥
∥
∥
∥
∥

2

≤
∥
∥
∥
μ

m
AT

Ω t+ 1 WAΩ t \Ω t+ 1

∥
∥
∥

2

∥
∥
∥ht

Ω t \Ω t+ 1

∥
∥
∥

2

≤
∥
∥
∥
∥
μ

m
AT

Ω t ∪Ω t+ 1 WAΩ t ∪Ω t+ 1 − μ
τw + 1

2
I

∥
∥
∥
∥

2

∥
∥
∥ht

Ω t \Ω t+ 1

∥
∥
∥

2

≤ μ
1 − τw + 2δ3s

2

∥
∥
∥ht

Ω t \Ω t+ 1

∥
∥
∥

2
(29)

where the first inequality is due to the definition of the ma-
trix norm, the second inequality comes from the fact that
AT

Ω t+ 1 WAΩ t \Ω t+ 1 is a submatrix of AT
Ω t ∪Ω t+ 1 WAΩ t ∪Ω t+ 1 ,

and the last inequality stems from τw < 1.
Finally, for the last term in (23), let vt := [vt1 · · · vtm ]T with

vti := wt
i (

aT
i zt

|aT
i zt | −

aT
i x

|aT
i x| )|a

T
i x|, ∀i ∈ [m]. By the definition of

the induced matrix 2-norm, it holds that

∥
∥
∥
∥
∥

1
m

m∑

i=1

wt
i

(
aT
i zt

|aT
i zt | −

aT
i x

|aT
i x|

)

|aT
i x|ai,Ω t+ 1

∥
∥
∥
∥
∥

2

=
1
m

∥
∥AT

Ω t+ 1 vt
∥
∥

2 ≤
∥
∥
∥
∥

1√
m

AT
Ω t+ 1

∥
∥
∥
∥

2

∥
∥
∥
∥

1√
m

vt
∥
∥
∥
∥

2

≤ (1 + δ3s)
∥
∥
∥
∥

1√
m

vt
∥
∥
∥
∥

2
. (30)

Regarding the term ‖ 1√
m

vt‖2 , the following holds

1
m

∥
∥vt

∥
∥2

2 =
1
m

m∑

i=1

wt
i

(
aT
i zt

|aT
i zt | −

aT
i x

|aT
i x|

)2

|aT
i x|2

≤ 2 · 1
m

m∑

i=1

|sgn(aT
i z) − sgn(aT

i x)||aT
i x||aT

i h|

≤ 4
√

1 + δ2s
1 − ρ0

(

δ2s +

√
21
20
ρ0

)

‖h‖2
2 (31)

where the first inequality originates from that |aT
i x| ≤ |aT

i ht |
when sgn(aT

i z) �= sgn(aT
i x) and 0 < wt

i < 1; the second in-
equality is obtained by appealing to Lemma 4 in the Appendix,
which is adapted from [20, Lemma 7.17]. Taking the result in
(31) into (30) gives rise to

∥
∥
∥
∥
∥

1
m

m∑

i=1

(
aT
i zt

|aT
i zt | −

aT
i x

|aT
i x|

)

|aT
i x|ai,Ω t+ 1

∥
∥
∥
∥
∥

2

≤ (1 + δ3s)γ
∥
∥ht

∥
∥

2 (32)

where γ := 2
√

√
1+δ2 s
1−ρ0

(
δ2s +

√
21
20 ρ0

)
.
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Plugging the bounds in (28), (29), and (32) into (23) confirms
that
∥
∥ht+1

∥
∥

2

≤ 2max {1 − μτw (1 − δ3s), μ(1 + δ3s) − 1}
∥
∥ht

Ω t+ 1

∥
∥

2

+ μ(1 − τw + 2δ3s)
∥
∥
∥ht

Ω t \Ω t+ 1

∥
∥
∥

2
+ 2μ(1 + δ3s)γ

∥
∥ht

∥
∥

2

≤ 2
√

2 max {max {1 − μτw (1 − δ3s), μ(1 + δ3s) − 1} ,

μ(1 − τw + 2δ3s)/2} ‖ht‖2 + 2μ(1 + δ3s)γ
∥
∥ht

∥
∥

2

≤ 2
[√

2 max {1 − μτw (1 − δ3s), μ(1 + δ3s) − 1} ,

μ(1 − τw + 2δ3s)/2} + μ(1 + δ3s)γ]
∥
∥ht

∥
∥

2

:= ρ
∥
∥ht

∥
∥

2 (33)

where the second inequality is due to
∥
∥ht

Ω t+ 1

∥
∥

2 +
∥
∥
∥ht

Ω t \Ω t+ 1

∥
∥
∥

2
≤

√
2
∥
∥ht

∥
∥

2

for disjoint sets Ωt+1 and Ωt \ Ωt+1 . From (33), it is clear that
for proper τw and sufficiently small ρ0 , δ2s , and δ3s , one can se-
lect a constant step sizeμ > 0 such that ρ < 1. Theorem V-B can
be then directly deduced by combining Theorem 1, Lemma 3,
and equation (33).

VI. CONCLUDING REMARKS

This contribution developed a compressive reweighted ampli-
tude flow (CRAF) algorithm for phase retrieval of (block)-sparse
signal vectors. CRAF first estimates the support of the underly-
ing signal vector, which is followed by a new spectral procedure
to obtain an effective initialization. To strengthen this initial
guess, CRAF proceeds with (model-based) hard thresholding it-
erations relying on reweighted gradients of the amplitude-based
least-squares loss function. CRAF provably recovers the true
signal vectors exponentially fast when a sufficient number of
measurements become available. Judicious numerical tests cor-
roborate the merits of CRAF relative to state-of-the-art solvers
of the same kind.

APPENDIX: SUPPORTING LEMMAS

The following lemma which bounds the distance between
the principle eigenvectors of two symmetric matrices is adapted
from [31, Corollary 1].

Lemma 2: [31, Corollary 1] Let Z := X + Δ with X and
Δ being symmetric matrices, unit vectors v1 and u1 be the
principal eigenvectors of Z and X , and θ := cos−1〈u1 ,v1〉
represent the angles between u1 and v1 . It then holds that

√
1 − 〈u1 ,v1〉2 = | sin θ| ≤ 2‖Δ‖2

λ1(X) − λ2(X)
. (34)

The next lemma adopted from [28] certifies that Steps 2–4 in
Algorithm 1 recover the true support of x with high probability.

Lemma 3 (Support estimate [28]): Consider any k-block-
sparse signal vector x ∈ Rn with support S and xB

min :=
minb∈SB ‖xb‖2

2 on the order of (1/k)‖x‖2
2 . Assume {ai}mi=1

are i.i.d standard Gaussian, that is, ai ∼ N (0, In ). There exists
an event of probability exceeding 1 − 6/m such that, Steps 2–4

in Algorithm 1 recover S if m ≥ C ′
0k

2B log(mn) for some
positive constant C ′

0 .
The last lemma that is useful in establishing the convergence

of CRAF is proved in [20, Lemma 7.17].
Lemma 4: [20, Lemma 7.17] Consider m noise-free mea-

surements {ψi = |aT
i x|}mi=1 in which x ∈ Rn is s-sparse with

support S , and {ai ∼ N (0, In )}mi=1 are i.i.d. sensing vec-
tors. Let z ∈ Rn be an s-sparse vector satisfying ‖z − x‖2 ≤
ρ0‖x‖2 . If h ∈ Rn is (2s)-sparse andm > C3(2s) log(n/(2s))
for some numerical constants C3 , then the following holds for
δ2s > 0

1
m

m∑

i=1

∣
∣sgn(aT

i z) − sgn(aT
i x)

∣
∣ |aT

i x||aT
i h|

≤ 2
√

1 + δ2s
1 − ρ0

(

δ2s +

√
21
20
ρ0

)

‖h‖2
2 (35)

with probability exceeding 1 − 3e−c3m for a fixed numerical
constant c3 > 0.
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phase retrieval via truncated amplitude flow,” IEEE Trans. Signal Process.,
vol. 66, no. 2, pp. 479–491, Jan. 2018.

[7] T. Cai, X. Li, and Z. Ma, “Optimal rates of convergence for noisy sparse
phase retrieval via thresholded Wirtinger flow,” Ann. Statist., vol. 44, no. 5,
pp. 2221–2251, Nov. 2016.

[8] P. Netrapalli, P. Jain, and S. Sanghavi, “Phase retrieval using alternating
minimization,” IEEE Trans. Signal Process., vol. 63, no. 18, pp. 4814–
4826, Sep. 2015.

[9] E. J. Candès, X. Li, and M. Soltanolkotabi, “Phase retrieval via Wirtinger
flow: Theory and algorithms,” IEEE Trans. Inf. Theory, vol. 61, no. 4,
pp. 1985–2007, Apr. 2015.

[10] Y. Chen and E. J. Candès, “Solving random quadratic systems of equations
is nearly as easy as solving linear systems,” Commun. Pure Appl. Math.,
vol. 70, no. 5, pp. 822–883, Dec. 2017.

[11] G. Wang, G. B. Giannakis, and Y. C. Eldar, “Solving systems of ran-
dom quadratic equations via truncated amplitude flow,” IEEE Trans. Inf.
Theory, vol. 63, no. 12, pp. 1–22, Dec. 2017.

[12] G. Wang, G. B. Giannakis, Y. Saad, and J. Chen, “Solving most systems
of random quadratic equations,” in Proc. Adv. Neural Inf. Process. Syst.,
Long Beach, CA, USA, Dec. 4–9, 2017, pp. 568–576.

[13] H. Zhang, Y. Zhou, Y. Liang, and Y. Chi, “A nonconvex approach for
phase retrieval: Reshaped Wirtinger flow and incremental algorithm,” J.
Mach. Learn. Res., vol. 18, no. 1, pp. 5164–5198, Nov. 2017.



5040 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 66, NO. 19, OCTOBER 1, 2018

[14] C. Ma, K. Wang, Y. Chi, and Y. Chen, “Implicit regularization in noncon-
vex statistical estimation: Gradient descent converges linearly for phase
retrieval and matrix completion,” in Proc. Int. Conf. Mach. Learn., Stock-
holm, Sweden, 2018, pp. 3351–3360.

[15] R. W. Gerchberg and W. O. Saxton, “A practical algorithm for the determi-
nation of phase from image and diffraction,” Optik, vol. 35, pp. 237–246,
Nov. 1972.

[16] J. R. Fienup, “Reconstruction of an object from the modulus of its Fourier
transform,” Opt. Lett., vol. 3, no. 1, pp. 27–29, Jul. 1978.

[17] E. J. Candès, T. Strohmer, and V. Voroninski, “PhaseLift: Exact and sta-
ble signal recovery from magnitude measurements via convex program-
ming,” Appl. Comput. Harmon. Anal., vol. 66, no. 8, pp. 1241–1274,
Nov. 2013.

[18] I. Waldspurger, A. d’Aspremont, and S. Mallat, “Phase recovery, maxcut
and complex semidefinite programming,” Math. Program., vol. 149, no. 1,
pp. 47–81, 2015.

[19] P. Netrapalli, P. Jain, and S. Sanghavi, “Phase retrieval using alternating
minimization,” IEEE Trans. Signal Process., vol. 63, no. 18, pp. 4814–
4826, Sep. 2015.

[20] M. Soltanolkotabi, “Structured signal recovery from quadratic measure-
ments: Breaking sample complexity barriers via nonconvex optimization,”
2017, arXiv:1702.06175.

[21] G. Wang, G. B. Giannakis, and J. Chen, “Scalable solvers of random
quadratic equations via stochastic truncated amplitude flow,” IEEE Trans.
Signal Process., vol. 65, no. 8, pp. 1961–1974, Apr. 2017.

[22] J. C. Duchi and F. Ruan, “Solving (most) of a set of quadratic equal-
ities: Composite optimization for robust phase retrieval,” May 2017,
arXiv:1705.02356.

[23] T. Goldstein and S. Studer, “PhaseMax: Convex phase retrieval via basis
pursuit,” IEEE Trans. Inf. Theory, vol. 64, no. 4, pp. 2675–2689, Feb. 2018.

[24] S. Bahmani and J. Romberg, “Phase retrieval meets statistical learning
theory: A flexible convex relaxation,” in Proc. Int. Conf. Artif. Intell.
Statist., Fort Lauderdale, FL, Apr. 2017, pp. 252–260.

[25] P. Hand and V. Voroninski, “An elementary proof of convex phase retrieval
in the natural parameter space via the linear program phasemax,” 2016,
arXiv:1611.03935.

[26] H. Ohlsson, A. Y. Yang, R. Dong, and S. S. Sastry, “CPRL—An extension
of compressive sensing to the phase retrieval problem,” in Proc. Adv.
Neural Inf. Process. Syst., Stateline, NV, 2012, pp. 1367–1375.

[27] P. Hand and V. Voroninski, “Compressed sensing from phaseless Gaussian
measurements via linear programming in the natural parameter space,”
2016, arXiv:1611.05985.

[28] G. Jagatap and C. Hedge, “Phase retrieval using structured sparsity: A
sample efficient algorithmic framework,” 2017, arXiv:1705.06412.

[29] R. G. Baraniuk, V. Cevher, M. F. Duarte, and C. Hegde, “Model-based
compressive sensing,” IEEE Trans. Inf. Theory, vol. 56, no. 4, pp. 1982–
2001, Apr. 2010.

[30] M. Akcakaya and V. Tarokh, “Sparse signal recovery from a mixture of
linear and magnitude-only measurements,” IEEE Signal Process. Lett.,
vol. 22, no. 9, pp. 1220–1223, Sep. 2015.

[31] Y. Yu, T. Wang, and R. J. Samworth, “A useful variant of the Davis–
Kahan theorem for statisticians,” Biometrika, vol. 102, no. 2, pp. 315–323,
Jun. 2015.

[32] M. Mondelli and A. Montanari, “Fundamental limits of weak recovery
with applications to phase retrieval,” Sep. 2017, arXiv:1708.05932.

[33] G. Jagatap and C. Hegde, “Towards sample-optimal methods for solving
random quadratic equations with structure,” in Proc. IEEE Int. Symp. Inf.
Theory, Vail, CO, Jun. 2018, pp. 1–14.

[34] R. Vershynin, “Introduction to the non-asymptotic analysis of random
matrices,” 2010, arXiv:1011.3027.

[35] E. J. Candès and T. Tao, “Decoding by linear programming,” IEEE Trans.
Inf. Theory, vol. 51, no. 12, pp. 4203–4215, Dec. 2005.

[36] D. Needell and J. A. Tropp, “CoSaMP: Iterative signal recovery from in-
complete and inaccurate samples,” Appl. Comput. Harmon. Anal., vol. 26,
no. 3, pp. 301–321, May 2009.

Liang Zhang (S’13) received the B.Sc. and M.Sc.
degrees in electrical engineering from Shanghai Jiao
Tong University, Shanghai, China, in 2012 and 2014,
respectively. Since 2014, he has been working to-
ward the Ph.D. degree with the Department of Elec-
trical and Computer Engineering, the University of
Minnesota, Minneapolis, MN, USA. His research in-
terests include the areas of large-scale optimization,
and high-dimensional learning.

Gang Wang (M’18) received the B.Eng. degree
in electrical engineering and automation from the
Beijing Institute of Technology, Beijing, China, in
2011, and the Ph.D. degree in electrical and com-
puter engineering from the University of Minnesota,
Minneapolis, MN, USA, in 2018.

He is currently a Postdoctoral Associate with
the Department of Electrical and Computer Engi-
neering, the University of Minnesota. His research
interests include on the areas of statistical signal
processing, stochastic and nonconvex optimization

with applications to autonomous energy grids, and deep learning. He re-
ceived a National Scholarship (2014), a Guo Rui Scholarship (2017), and
an Innovation Scholarship (first place in 2017), all from China, as well
as a Best Student Paper Award at the 2017 European Signal Processing
Conference.

Georgios B. Giannakis (F’97) received the Diploma
in electrical engineering from the National Technical
University of Athens, Greece, in 1981. From 1982
to 1986, he was with the University of Southern
California, where he received the M.Sc. degree in
electrical engineering, in 1983, the M.Sc. degree in
mathematics, in 1986, and the Ph.D. degree in elec-
trical engineering, in 1986.

He was with the University of Virginia from 1987
to 1998, and since 1999 he has been a Professor
with the University of Minnesota, where he holds

an Endowed Chair in Wireless Telecommunications, a University of Minnesota
McKnight Presidential Chair in ECE, and serves as the Director of the Digital
Technology Center. His research interests include communications, network-
ing, and statistical learning - subjects on which he has authored and coauthored
more than 430 journal papers, 720 conference papers, 25 book chapters, two
edited books and two research monographs (h-index 133). Current research
focuses on Data Science, Internet of Things, and Network Science with appli-
cations to social, brain, and power networks with renewables. He is the (co-)
inventor of 32 patents issued, and the (co-) recipient of 9 best journal paper
awards from the IEEE Signal Processing (SP) and Communications Societies,
including the G. Marconi Prize Paper Award in Wireless Communications. He
also received Technical Achievement Awards from the SP Society (2000), from
EURASIP (2005), a Young Faculty Teaching Award, the G. W. Taylor Award
for Distinguished Research from the University of Minnesota, and the IEEE
Fourier Technical Field Award (inaugural recipient in 2015). He is a Fellow of
EURASIP, and has served the IEEE in a number of posts, including that of a
Distinguished Lecturer for the IEEE-SPS.

Jie Chen (SM’12) received the B.S., M.S., and Ph.D.
degrees in control theory and control engineering
from the Beijing Institute of Technology, Beijing,
China, in 1986, 1996, and 2001, respectively.

From 1989 to 1990, he was a visiting scholar at
the California State University, Long Beach, Cali-
fornia, USA. From 1996 to 1997, he was a research
fellow in the School of Engineering, the University
of Birmingham, Birmingham, U.K. He is currently
a Professor of control science and engineering with
the Beijing Institute of Technology, and serves as the

Head of the State Key Laboratory of Intelligent Control and Decision of Com-
plex Systems (Beijing Institute of Technology), China. He is a member of the
Chinese Academy of Engineering. He also serves as a Managing Editor for the
Journal of Systems Science & Complexity (2014–2017), an Associate Editor
for the IEEE TRANSACTIONS ON CYBERNETICS (2016–2018) and several other
international journals. His main research interests include intelligent control
and decision in complex systems, multiagent systems, and optimization. He has
coauthored 3 books and more than 200 research papers.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


